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Abstract

The optimization of coherence-transfer pulse-sequence elements (CTEs) is the most challenging step in the construction of het-
eronuclear correlation NMR experiments achieving sensitivity close to its theoretical maximum (in the absence of relaxation) in the
shortest possible experimental time and featuring active suppression of undesired signals. As reported in the present article, this
complex optimization problem in a space of high dimensionality turns out to be numerically tractable. Based on the application
of molecular dynamics in the space of pulse-sequence variables, a general method is proposed for constructing optimized CTEs
capable of transferring an arbitrary (generally non-Hermitian) spin operator encoding the chemical shift of heteronuclear spins
to an arbitrary spin operator suitable for signal detection. The CTEs constructed in this way are evaluated against benchmarks pro-
vided by the theoretical unitary bound for coherence transfer and the minimal required transfer time (when available). This
approach is used to design a set of NMR experiments enabling direct and selective observation of individual 1H-transitions in
13C-labeled methyl spin systems close to optimal sensitivity and using a minimal number of spectra. As an illustrative application
of the method, optimized CTEs are used to quantitatively measure 1H–1H and 1H–13C residual dipolar couplings (RDCs) in a
17 kDa protein weakly aligned by means of Pf1 phages.
� 2004 Elsevier Inc. All rights reserved.
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1. Introduction

The design of a particular NMR experiment is dic-
tated by the type of spectral information desired. For
complex spin systems in large biomolecules, specific
experiments may be exceptionally difficult to construct
when high sensitivity, suppression of spurious signals,
and tolerance to relaxation effects are required. For
example, 13C-labeled methyl groups represent one of
the most complicated systems of J-coupled homo- and
heteronuclear spins found in solvated proteins and
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nucleotides. Previously an experiment recovering indi-
vidual 1H transitions was proposed to measure 1H–1H
residual dipolar couplings in methyl groups [1].
Although proven to be practically useful this experiment
does not deliver theoretically possible sensitivity and the
time duration of its critical coherence transfer element
(CTE) was not evaluated against theoretical bench-
marks. A general tool enabling constructing of coher-
ence transfer- and pulse-sequence duration-optimized
complex NMR experiments especially in applications
to methyl groups would enable, e.g., (i) the enhancement
of the resolution in TROSY-based experiments [2–5]; (ii)
the investigation of the spin dynamics associated with
the fast rotation of methyl groups in proteins with high
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molecular weights [6]; (iii) the direct measurement of
cross-correlations between Curie spin relaxation and
1H–1H dipole–dipole relaxation within methyl groups
of paramagnetic proteins [7–14]; (iv) the measurement
of the absolute values and signs of residual 1H–1H
(DHH) and 1H–13C (DHC) dipolar couplings [15–17]
within methyl groups of proteins that are weakly aligned
in solution [18–20].

Heteronuclear chemical shift correlation experiments
typically rely on several types of basic building blocks
[21,22]. These include a polarization transfer element
(PTE), followed by an element indirectly encoding the
chemical shifts of the heteronuclear spins (CSE), and a
coherence transfer element (CTE) providing a density
operator suitable for signal detection. The PTE and
CSE elements can be combined into a so-called coher-
ence excitation element (CEE). Several attempts have
been made to systematically optimize these elements
based on analytical or numerical approaches. For exam-
ple, a spin-state selective PTE was optimized for the
presence of residual dipolar couplings using a target-
function minimization algorithm [23]. The theoretical
upper bound for the PTE efficiency in a two spin-1/2
system subjected to relaxation was established [24,25],
and experimentally feasible PTEs were proposed to
drive the density operator along the theoretically opti-
mal pathway. An example of optimized CSE is the
TROSY experiment (transverse relaxation optimization)
[2]. Efforts have also been dedicated to the optimization
of CTEs [26–31], resulting in a significant enhancement
of the spectral sensitivity. The upper bound for an arbi-
trary coherence transfer [32–34] and the minimal time
required to accomplish this transfer (the latter only for
special cases) [35–37] were established analytically, pro-
viding very useful benchmarks for further optimizations
of the CTEs involved in specific experiments.

In this article, we present an approach suitable for
systematic construction of CTEs capable of transferring
an arbitrary (generally non-Hermitian) operator A

encoding the chemical shift of heteronuclear spins to an-
other arbitrary operator C suitable for signal detection
in methyl groups. The maximization of the efficiency
for this transfer is undertaken simultaneously with the
minimization of the pulse-sequence duration (to avoid
problems related to relaxation) and of the transfer to
an operator D (or to a set of such operators) represent-
ing undesired or spurious signals in the spectrum. This
formulation translates into a complex optimization
problem in a space of high dimensionality, the degrees
of freedom being the pulse-sequence variables (pulse flip
angles and phases, as well as delays between pulses)
defining the CTE. As an example, we selected a problem
of measuring 1H–1H and 1H–13C RDCs in methyl
groups. However, although complex, this problem is
tractable numerically because all components of the
above optimization statement (efficiency of the desired
transfer, suppression of undesired transfers, and pulse-
sequence duration) can be translated into computation-
ally tractable mathematical functions. Due to the
availability of analytical gradients for these functions,
methods like gradient-based function minimization
(e.g., steepest descent) or molecular dynamics [38]
(e.g., simulated annealing [39]) can be applied to find a
near-optimal solution to this problem.

The performance of CTEs constructed using this ap-
proach is evaluated against the benchmarks provided by
the theoretical unitary bound for coherence transfer [33]
and the corresponding minimal transfer time (when
available) [35].
2. Theoretical part

2.1. Heteronuclear coherence transfer in I3S spin systems

The present discussion is restricted to the I3S spin sys-
tem, where I3 denotes three magnetically equivalent
spin-1/2 entities I (e.g., 1H) and S a heteronuclear spin
(e.g., 13C), coupled via a scalar coupling constant JIS.
This situation represents one of the most difficult spin
systems encountered, e.g., for the methyl groups in bio-
molecules. However, the present formalism is easily ex-
tended to other spin systems (e.g., I2S in methylene
groups or systems of coupled 13C and 1H homonuclear
spins). The spins of type I are combined for convenience
into a pseudospin F = I (1) + I (2) + I (3). It is also as-
sumed that the coherence transfer is achieved by a se-
quence of unitary transformations neglecting the effect
of relaxation and involving non-selective radiofrequency
(RF) pulses.

The aim of the method is to maximize a coherence
transfer Afi C, while simultaneously minimizing an
undesired transfer A fi D and the pulse-sequence dura-
tion H, based on experimentally accessible propagators
U resulting from the generic CTEs shown in Figs. 1C
and D. The source operators A considered here will be
restricted to

A1 ¼ 2F zS
� and A2 ¼ ðF xS

�Þab þ ðF xS
�Þba: ð1Þ

In terms of the individual spins, the latter operator may
be rewritten as A2 ¼ I ð1Þx S�ðE � 4I ð2Þz I ð3Þz Þ þ I ð2Þx S�ðE�
4I ð1Þz I ð3Þz Þ þ I ð3Þx S�ðE � 4I ð1Þz I ð2Þz Þ, where E is the identity
operator. These two operators, used to record the chem-
ical shift of the spin S, can be generated by the CEEs
displayed in Figs. 1A and B. These are transferred to
the target operators

C1 ¼ F �
aaa þ F �

bbb and C2 ¼ F �
aab þ F �

bba; ð2Þ

while the corresponding suppressed-target operators
are

D1 ¼ F �
aba þ F �

baa þ F �
abb þ F �

bab þ F �
aab þ F �

bba ð3aÞ



Fig. 1. General pulse sequences of two-dimensional [IN,S]-correlation
experiments for spin systems consisting of N magnetically equivalent
spin-1/2 entities I(i), i = 1, . . .,N, coupled to a heteronuclear spin S by
the coupling constant JIS. For convenience, the spins I are combined
into a pseudospin F k ¼

PN
i I

ðiÞ
k , where k 2 {x,y,z}. In (A and B), an

excitation of the coherences 2FzSx and 2FxSx, respectively, is
performed and used for chemical-shift encoding of the spin S. The
sequences consist of a coherence excitation (CEE) element followed by
a coherence transfer element (CTE). Two types of CTEs, based either
on a sequence of n pulse-interrupted free precession (INEPT) elements,
or an alternating sequence of n INEPT and planar-mixing elements,
are shown in (C) and (D), respectively. Wide black bars indicate non-
selective p RF-pulses applied with the zero phase corresponding to the
x-axis, according to the usual notation for the direction of the
oscillating magnetic field in the rotating frame [45]. In this notation,
the phases p/2, p, and 3p/2 rad correspond to the y-, x-, and �y-axes,
respectively. Narrow black bars indicate arbitrary non-selective RF-
pulses characterized by the phase (first row) and the flip angle (second
row) indicated above the bar. The planar mixing sequence consists of a
DIPSI-2 pulse train applied with the phase p/2 simultaneously to both
the F and S channels. The length / of the free-precession delays and
planar-mixing sequences is given in radian, and is related to the metric
time s according to the equation / = 2pJISs. The pulses and delays in
square brackets are repeated n times (C) or n/2 times with n even (D).
Thus, CTE of either type is entirely defined by a vector x of variables xi
(in radian), with i = 1,2, . . .,5n + 4. In the present work, when applied
to [13C, 1H]-correlation experiments on methyl groups, the RF-pulses
on the 13C (spin S) and 1H (spin I) nuclei are centered at 20 and 3 ppm,
respectively. In this case the durations and strengths of the pulsed
magnetic field gradients (PFG) applied along the z-axis are selected as
G1: 800 ls, 80 G/cm; G2: 800 ls, 20 G/cm; G3: 1 ms, �60 G/cm; GS:
1 ms, 90 G/cm; GF 251 ls, 90 G/cm. A uniform value of JCH = 125 Hz
is assumed for all methyl groups to determine the actual duration of
the free-precession delays and planar-mixing sequences. The phases in
(A) and (B) are defined as: w1 = {x,�x}; w2 = {2y, 2(�y)};
/rec = {x,�x,�x,x}. Quadrature detection in the 13C(t1)-dimension
is achieved by the echo–anti-echo method [26,51]. The anti-echo signal
is obtained by inversion of the phase x3 in the CTE, with simultaneous
inversion of the sign of the GS pulse.
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and

D2 ¼ F �
aba þ F �

baa þ F �
abb þ F �

bab þ F �
aaa þ F �

bbb: ð3bÞ

In the above equations, the subscript triplets
i, j,k 2 {a,b} designate the spin states of the 1H, 1H,
and 13C spins (in this order). The pseudospin operators
can be rewritten in terms of the individual spin opera-
tors as, F �

aaa=bbb ¼ I ð1Þ�ðE � 2I ð2Þz ÞðE � 2I ð3Þz ÞðE � 2SzÞ +
two isomorphous terms with circularly permuted in-
dexes 1, 2, and 3, where the state a in a given position
of the subscript list maps to the ‘‘+’’ sign in the corre-
sponding position of the right-hand side. A spectral rep-
resentation of individual spin transitions is provided in
Fig. 2A. The choice of the specific operators in Eqs.
(1), (2), and (3a) will be discussed in Section 3.

The operators defined above, as well as the unitary-
transformation propagator U resulting from an experi-
mentally accessible CTE, can be represented as matrices
in a basis conforming with the symmetry properties of
the spin system [40,41]. In the case of the I3S system,
Fig. 2. Simulated two-dimensional [13C, 1H]-correlation spectra (and
corresponding one-dimensional 1H-slices) for a methyl group with
x (13C) = 300 Hz, x (1H) = 3 ppm, JCH = 125 Hz, and DHH = 10 Hz.
The spectra were calculated using the program NMRSIM (Bruker
AG). (A) Slice at x1 (

13C) = 300 Hz of a [13C, 1H]-sensitivity-enhanced
HSQC spectrum [51] calculated without 13C-decoupling during signal
acquisition. The individual components of the 1H-multiplet detected
via I(1)� are designated according to the state of the spins I(2), I(3) and
S. (B and C) Slices at x1 (

13C) = 300 Hz of the [13C, 1H]-correlation
spectra calculated using the experimental scheme of Fig. 1A based on
OCTE1 and OCTE2 (Table 1), respectively. The inner components
(bba and aab) of the 1H-multiplet can be obtained by repeating the
calculations with inversion of the phases of the first pulse on
the channel S and the last pulse on the channel F of CTE, together
with the inversion of the sign of GS. (D) Contour plot of the [13C,1H]-
correlation spectrum superimposed with slices at x1 (

13C) = 300 and
�310 Hz, calculated using the experimental scheme of Fig. 1B, based
on OCTE3 (Table 1) and the strength of both GS and GF set to zero.
The signals designated by asterisks can be suppressed using non zero
values of GS and GF. All one-dimensional slices are drawn to the scale
and the amplitudes relative to the aaa component in (A) are explicitly
indicated.



Fig. 3. Schematic representation of the matrices associated with
specific operators. Examples of matrices are given for (A) the source
operator A1 (Eq. (1)), (B) the target operator Cy

1, (C) the operator
UA1U

� corresponding to the optimized propagator OCTE1 (Table 1),
and (D) the operator D� of the suppressed target (Eq. (3a)). (E) The
operator UA1U

� corresponding to OCTE2 (Table 1). The actual
16 · 16 matrices consist of 8 · 8 + 4 · 4 + 4 · 4 blocks along the
diagonal. Only the 8 · 8 block and one of the two identical 4 · 4 are
displayed. The elements outside the squares are zero. Points in (A, B,
and D) represent zero and in (C and E) irrelevant numbers. In (C) the
components of the matrix UA1U

� corresponding to the matrix Cy
1 are

highlighted. In (D) the components of the suppression matrix D1

representing the central transitions of the 1H-multiplet given by the
spin operators F �

aba þ F �
baa þ F �

abb þ F �
bab are shown in bold. In (E)

a = �0.04 � 0.01i, b = 0.04 + 0.03i, c = �0.21 + 0.10i, and
d = 0.23 + 0.11i.
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the corresponding matrices A, C, D, and U assume a
block structure along the diagonal, consisting of one
square block of dimensions 8 · 8 and 2 identical square
blocks of dimensions 4 · 4, as shown in Fig. 3. Since, in
the absence of relaxation, there is no ‘‘cross-talk’’ be-
tween individual blocks, it is sufficient to consider the
unitary transformations separately for the 8 · 8 and
one of the 4 · 4 blocks [41], thereby reducing dimension-
ality of the problem.

In the absence of relaxation, the transfer Afi C can
be described by [31]

UAU y ¼ bðUÞC þ Q with TrfCyQg ¼ 0; ð4Þ
where the dagger denotes Hermitian conjugation, Q is a
residual operator, and b (U) is the transfer efficiency gi-
ven by

bðUÞ ¼ TrfUAU yCg=TrfCyCg: ð5Þ
The maximum value bmax of the complex norm of

b (U), the so-called unitary bound value, can be deter-
mined numerically for arbitrary source and target oper-
ators [33]. This quantity represents an important
benchmark for the construction and evaluation of opti-
mized CTEs. It has been demonstrated [34] that in the
case of I3S spin systems with a quantum evolution gov-
erned by non-selective RF irradiation and heteronuclear
J-coupling Hamiltonians, it is always possible to con-
struct a CTE which achieves the maximum polariza-
tion-transfer efficiency bmax.

A CTE can be constructed experimentally using
either a series of n pulse-interrupted free-precession peri-
ods [42] (INEPTs [43,44]), as shown in Fig. 1C, or an
alternating series of n INEPT and planar-mixing se-
quences (the latter usually implemented via the DIPSI-
2 supercycle [31]), as shown in Fig. 1D. Since in the
I3S spin-system operators FkSk, with k 2 {x,y,z}, do
not commute, it is generally not possible to convert a
pure INEPT-based CTE to an alternating INEPT/pla-
nar-based CTE and vice versa. Thus, both types of
CTEs should be tried out in the optimization process.
Note, however, that the INEPT-based CTE is easier to
implement in practice since it imposes no restriction
on the length of the free-precession delays, while short
INEPT/planar-based sequences are restricted by the
minimal duration of the DIPSI (or any other)
supercycle.

The propagator U corresponding to the CTEs of
Figs. 1C and D can be constructed using the skew-Her-
mitian Hamiltonians:

sHRF ¼ ibIðcosðaIÞF x þ sinðaIÞF yÞ
þ ibSðcosðaSÞSx þ sinðaSÞSyÞ; ð6aÞ

sHJ ¼ icF zSz; ð6bÞ

sHplanar ¼ ic=2ðF zSz þ F xSxÞ; ð6cÞ
as building blocks. Here, aI and aS are the phase shifts
of I and S pulses relative to the carrier RF-radiation,
bI ¼ sxRF

I and bS ¼ sxRF
S are the rotation angles (in ra-
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dian) of I and S pulses with the strength xRF and dura-
tion s (defined as in [45]), and c = 2psJIS. The operator
Hplanar represents the effective approximate planar-mix-
ing Hamiltonian resulting from the DIPSI-2 sequence
applied along the y axis. For both INEPT-based and
INEPT/planar-based CTEs, the concatenated propaga-
tor U (x) is a function of a vector x of variables xi,
i = 1,2, . . ., 5n + 4 containing all the information about
the pulse flip angles and phases, the delays between
the pulses, and the length of the DIPSI-2 supercycle
(see Figs. 1C and D). This vector contains the parame-
ters determining the M individual events (RF-pulse, free
precession or planar mixing) in the CTE. The propaga-
tor can thus be written

UðxÞ ¼
YM
k¼1

expðsHkÞ: ð7Þ

The quantum evolution of A to C proceeds via infinitely
fast rotations under the HRF Hamiltonian (assuming
that the RF-pulses are infinitely strong) and the finite-
time transformations under the Hplanar and HJ Hamilto-
nians. Note that although the events in the pulse
sequence of Fig. 1 are represented along time according
to a ‘‘from-left-to-right’’ rule, the individual propaga-
tors in Eq. (7) are multiplied in the reversed order.

For the numerical optimization of CTEs, it is conve-
nient to define the real and positive target function

fACðxÞ ¼ bðxÞb�ðxÞ ð8aÞ
with the short notation b (x) = b (U (x)) for the transfer
efficiency defined in Eq. (5). The gradient of this func-
tion is given by

rfACðxÞ ¼ ðTrfðrUÞAU yC þ UAðrUÞyCgb�xÞ
þ bðxÞðTrfðrUÞAU yC

þ UAðrUÞyCgÞ�Þ=TrfCyCg; ð8bÞ

where the star denotes complex conjugation, and $U is
obtained by applying the chain rule for derivatives to the
product in Eq. (7).

As illustrated in Fig. 3C, even in the case of a maxi-
mally efficient transformation U of the source operator
A (e.g., A1 in Fig. 3A) to the target operator C (e.g., C1

in Fig. 3B), the operator Q in Eq. (4) may contain obser-
vable magnetization leading to spurious signals in the
spectrum. These signals can be combined into the opera-
tor D (e.g., D1 in Fig. 3D), transfer to which can be sup-
pressed by minimizing a function fAD (x) analogous to
the function fAC (x), simultaneously with the maximiza-
tionof fAC (x), itself.However, it turns out that amore effi-
cient reduction of the spurious signals is achieved by
suppressing individually a set of matrices DðkÞ

i ; k ¼ 1;
. . . ;K, each containing only one of the K non-zero ele-
ments of Di (e.g., elements D(4, 2), D(5, 3), D(6, 4), D(7, 5),
D(11, 9),D(12, 10) inFig. 3D), because it avoids artificial can-
cellation of positive and negative contributions to the
penalty function stemming from the different transitions
involved in D. In this case, the suppression is achieved
by minimizing the sum of functions fADk ðxÞ, rather than
a simple function fAD (x), simultaneously with the maxi-
mization of fAC (x), itself. The matrix representation of
the source operator transformed by a unitary propagator
optimized through this procedure is given in Fig. 3E.

To complete the specification of the NMR experi-
ment, the matrix UAU� representing the density opera-
tor after the unitary transformation by the CTE is
transformed into a detectable spectrum using the free
precession Hamiltonian

Hobs ¼ i2pðð1J IS þ 1DISÞF zSz þ ð1J II þ 1DIIÞ
� ðI ð1Þz I ð2Þz þ I ð1Þz I ð3Þz þ I ð2Þz I ð3Þz ÞÞ: ð9Þ

The spectrum is then obtained by Fourier transforma-
tion of the FID function

FIDðtÞ ¼ TrfexpðHobstÞC expð�HobstÞF �g expð�RtÞ;
ð10Þ

where R is an arbitrary line-broadening parameter. This
spectral representation of the target matrix can be used
for the direct analysis of the polarization transfer effi-
ciency and of the level of undesired signal suppression
achieved by CTE.

2.2. Optimization of the transfer function using molecular

dynamics

A CTE composed of a series of n INEPT or n alter-
nating INEPT/planar units (Figs. 1C and D) is entirely
defined by the N dimensional vector x introduced above.
Given a source matrix A and a number of units n, the
problem of simultaneously (i) maximizing the efficiency
of transfer to a target matrix C, (ii) minimizing the
transfers to a set of suppressed target matrices Dk,
k = 1, . . .,K, and (iii) minimizing the pulse-sequence
duration may be rewritten in the form of an N-dimen-
sional minimization problem for the target function

V ðxÞ ¼ �fACðxÞ þ l
XK
k¼1

fADðxÞ þ mgðxÞ; ð11Þ

where l (unitless) and m (units of radian) are weighting
coefficients, fAC and fAD are defined by Eq. (8a), and

gðxÞ¼
H2ðxÞ if HðxÞ6H0;

2H0HðxÞ�H2
0 otherwise withHðxÞ¼

Pn�1

k¼0

x5kþ5:

8>><
>>:

ð12Þ
The two last terms in Eq. (11) should be viewed as pen-
alty functions imposed during the minimization of the
first term. The penalty function associated with the
duration H of the pulse sequence (sum of delays and
DIPSI-2 length variables) is harmonic below a given
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threshold H0 and linearized beyond, in such a way that
the function is continuous and continuously differentia-
ble over the whole range of durations. The negative
gradient Fi (x) of V (x) is given on a component-by
component basis

F iðxÞ ¼ � oV ðxÞ
oxi

¼ ofACðxÞ
oxi

� l
XK
k¼1

ofADk ðxÞ
oxi

� m
ogðxÞ
oxi

:

ð13Þ
Because this gradient can be easily calculated (see Eq.

(8b)) together with V, one may try to minimize this
function by means of a gradient-based function minimi-
zation (e.g., steepest descent) algorithm (see Supplemen-
tary Material). However, the dimensionality of the
problem increases rapidly with the number of INEPTs
or alternating INEPT/planar units, while the hypersur-
face described by V is likely to involve an increasingly
larger number of local minima and barriers. For this
reason the steepest-descent algorithm, which only leads
to the local minimum closest to the given starting
point x (0), is not likely to be efficient (i.e., numerous at-
tempts with different random starting points are needed
to possibly reach the global minimum). A more efficient
strategy is to use a molecular-dynamics (simulated-an-
nealing) algorithm to solve the minimization problem.
Speaking of molecular-dynamics is slightly misleading
in the present context, because the degrees of freedom
involved are not Cartesian coordinates of atoms in
molecules, but rather angular variables characterizing
a pulse sequence. The term is nevertheless retained here.

In the molecular-dynamics approach, a common
‘‘mass’’ m is assigned to the N degrees of freedom of
the problem. These variables are then propagated along
a ‘‘time’’ coordinate t according to Newton�s second law

d2xðtÞ=dt2 ¼ dv=dt ¼ m�1F ðxðtÞÞ; ð14Þ

where v stands for the ‘‘velocity’’ vector associated with
x. In this case, V can be interpreted as a ‘‘potential en-
ergy’’ to be minimized. In practice, Eq. (14) is integrated
iteratively based on a finite time-step size Dt. To en-
hance the search power of molecular dynamics, the
technique of simulated annealing is applied here. In this
case, the system is coupled to a thermostat, so that the
‘‘kinetic energy’’ associated to the velocity v (related to a
system ‘‘temperature’’), rather than the total energy, is
kept (on average) constant at a specified value. In the
simulated-annealing protocol, the imposed value of
the kinetic energy is linearly decreased from a large
value (efficient crossing of potential energy barriers,
search biased towards high-entropy regions) to a small
value (poorer search, biased towards low potential en-
ergy regions) over the given number of time steps of a
run. This search is then followed by a steepest-descent
minimization.
All the searches (steepest descent as well as simulated
annealing) are carried out under periodic boundary con-
ditions. The pulse flip angle and phase-shift variables in
x are restricted to the range [0,2p] by application of 2p-
periodicity, while the corresponding delay variables are
restricted to the range [0,4p] by application of ‘‘mirror-
ing’’ boundary conditions. The latter choice ensures that
the function g in Eq. (11) is continuous throughout the
search (periodic boundary conditions would lead to dis-
continuities in this case).
3. Results and discussion

3.1. Selection of the source, target and suppression

operators

Fig. 2A shows a simulated one-dimensional 1H-spec-
trum of a methyl group of a hypothetical protein slightly
aligned in solution (e.g., with residual dipolar coupling
DHH = 10 Hz). Individual transitions of the multiplet
pattern are labeled according to the spin states of the
coupled 1H-, 1H-, and 13C-spins involved (in this order).
Note that individual transitions involving the magneti-
cally equivalent 1H-spins could not be observed as mul-
tiplet-split NMR lines in the absence of alignment
(DHH = 0 Hz). To measure the value of the DHH cou-
pling constant, the 1H-transitions aa and bb can be ob-
served individually in separate spectra under conditions
of 13C-decoupling [1]. In this case, observation of the
aaa and bbb transitions representing the outer compo-
nents of the 1H-multiplet in one spectrum, and of the
aab and bba transitions representing the corresponding
inner components in the other spectrum, permits the di-
rect estimation of the DHH coupling constant as well as
the sum of the DHC and JHC coupling constants.

These considerations result in the choice of the target
(detection) operators C1 and C 2 (Eq. (2)). Note that the
insertion of a 13C-p-pulse before signal acquisition in an
experiment applying the C1 operator is equivalent to the
application of the C2, eliminating the need for the sepa-
rate construction of two complementary experiments.
The matrix representation of the target operator C1 in
the symmetry-adapted basis set is shown in Fig. 3B.

To produce a two-dimensional [1H,13C]-correlation
spectrum, a coherence suitable for the detection of the
13C-chemical shifts has to be excited, which will be sub-
sequently transferred (using a suitably constructed CTE)
to the target operator for detection. The simplest choice
for this source operator is the antiphase operator A1

(Eq. (1)), which can be easily generated using INEPT
[46]. The pulse sequence exciting the coherence associ-
ated with the operator A1 is depicted in Fig. 1A, while
the corresponding matrix representation in the symme-
try-adapted basis set is shown in Fig. 3A.
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A major disadvantage of using the complete anti-
phase operator A1 is its decomposition during the chem-
ical-shift evolution periods, caused by the differential
relaxation of the individual transitions comprising the
operator [3]. In a coupled heteronuclear single-quantum
correlation (HSQC) spectrum, the evolution of A1 under
conditions of negligible relaxation results in four spec-
tral lines with relative intensities 3:1:1:3, comprising
eight transitions within the energy-level diagram [4,31].
The transverse magnetization corresponding to the
(most intense) outer lines of the quartet relaxes signifi-
cantly faster than the magnetization associated with
the inner ones. As a consequence, the contributions
from the outer lines can become quite small in systems
of high molecular weight [4]. This relaxation-induced
decomposition results in numerous spurious transfers
and, therefore, in significantly biased measurements.

In contrast, the coupled heteronuclear multiple-
quantum correlation (HMQC) spectrum measured
using the 2FxS

� source operator for detection of 13C-
chemical shifts exhibits (in the absence of relaxation)
only three lines with relative intensities 1:2:1 compris-
ing four transitions. For the two central transitions,
dipolar auto- and cross-correlation contributions com-
pletely cancel out. This represents a completely opti-
mized TROSY effect, resulting from the combination
of fast methyl rotation and very slow overall molecular
tumbling [3–6,47]. These TROSY transitions are de-
fined by the operator A2 (Eq. (1)), which is therefore
an attractive source operator for the construction of
quantitative NMR experiments. The pulse sequence
exciting the coherence associated with the operator
A2 is depicted in Fig. 1B, while the corresponding ma-
trix representation in the symmetry-adapted basis set is
shown in Supplementary Material. Note that the exci-
Table 1
Theoretical maximal bound, bmax, relative experimental transfer efficiency b/b
iaaba + abaai and inner iabbai components to the amplitude of the selected i
coherence transfer elements (CTE)

Type of transfer bmax b/bmax (%)

A1 fi C1 (OCTE1)
a

ffiffiffi
3

p
100

A1 fi C1 (OCTE2)
b

ffiffiffi
3

p
98

A2 fi C1 (OCTE3)
c 2ffiffi

3
p 90

A1 ! F �
aa [1]d

ffiffiffi
3

p
62

a The pulse sequence OCTE1 relies on an alternating INEPT/planar seque
(8a) for the transfer A1 fi C1 without additional restraints. The corresponding
2,0,0,0,0,0}. See also the matrix of Fig. 3C and spectrum of Fig. 2B.

b The pulse sequence OCTE2 relies on an alternating INEPT/planar seque
minimization of V in Eq. (11) with H0 = 7 rad, l = 1 rad�1 and v = 25 rad�1

is x = {p, 3.03, 0, 3p/4, 1.93, 0, 1.44, 6.12, 0, p, 0, 4.84, p, p/2}. See also th
c The pulse sequence OCTE3 relies on an INEPT sequence with n = 4 (Fig

in Eq. (11) with H0 = 7 rad, l = 1 rad�1 and v = 25 rad�1 through simulated
0.97, 3p/4, 1.74, 4.88, 0.20, 0.60, 5.50, 1.81, 0.14, 3.96, 2.54, 4.26, 2.21, 1.17
Supplementary Material and spectrum in Fig. 2D.

d The detection operator F �
aa ¼ Ið1Þ�ðE þ 2I ð2Þz ÞðE þ Ið3Þz Þ + two isomorpho
tation of this TROSY operator requires active filtering
of the two outer transitions, which otherwise can result
in spurious signals. Fortunately, the signals stemming
from the undesired outer transitions can be suppressed
without introduction of extra delays in the experiment.
To achieve this filtering, the experimental scheme of
Fig. 1B takes an advantage of the facts that: (i) the
operators representing the inner and outer transitions
of the triplet evolve with opposite frequencies (see sim-
ulated spectrum of Fig. 2D); (ii) the constructed CTE
preserves the coherence order (e.g., in one experiment
the ‘‘minus’’ source operators are transferred exclu-
sively to ‘‘minus’’ target operators). Therefore, adjust-
ing the signs of the GS and GF gradients (see Fig. 1),
either the inner or the outer components of the triplet
can be refocused (see caption of Fig. 2).

A first attempt to construct a CTE achieving the
transfer A1 fi C1 with high efficiency by direct maximi-
zation of the function fAC (Eq. (8a)) without additional
restraints resulted in an alternating INEPT/planar-
based CTE with n = 2 projecting the source operator
on the desired target operator with maximal theoretical
efficiency bmax. This optimized CTE will be referred as
OCTE1. The corresponding parameter vector x is given
in Table 1, the matrix representation of the operator
UAU� in Fig. 3C, and the simulated spectrum in Fig.
2B. As can be seen both from the matrix and the spec-
trum, the undesired multiplet components can reach a
magnitude as high as one-third of the signal of interest.
This can be particularly inconvenient for practical
applications involving high molecular weights, where
the unwanted central component of the multiplet is
TROSY-enhanced. Therefore it is essential to be able
to actively minimize transfers to the undesired
transitions.
max, ratio of the absolute values of amplitudes of the suppressed central
aaaai component of the 1H-multiplet, and the duration H of designed

iaaba + abaai/iaaaai, iabbai/iaaaai (%) H (rad)

30, 8 3.62
9, 3 5.09
0, 3 6.73

0, 0 3.45

nce with n = 2, and was optimized by direct maximization of fAC in Eq.
pulse-sequence vector (Fig. 1E) is x = {p, p/2,0, p/2, 3.62, p, p/2, p, p/

nce with n = 2 (Fig. 1E) and was optimized for the transfer A1 fi C1 by
through simulated annealing. The corresponding pulse-sequence vector
e matrix in Fig. 3E and spectrum in Fig. 2C.
. 1D) and was optimized for the transfer A2 fi C1 by minimization of V
annealing. The corresponding pulse-sequence vector is x = {4.66, 4.37,
, 2.03, 3.74, 1.97, 0.96, 5.32, 4.59, 0.97, 1.57}. See also the matrix in

us terms with circularly permuted indexes 1, 2, and 3 [1].
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3.2. Boundaries and criteria of optimization

The theoretical bounds bmax characterizing the maxi-
mal achievable efficiency for the unitary transformation
of the source operator to the target operator were eval-
uated numerically [33,34], and are listed in Table 1 for
the transfers A1 fi C1 and A2 fi C1. The corresponding
bounds for the A1 fi C2 and A2 fi C2 transfers, respec-
tively, evaluate to the same two values. Analytical esti-
mates Hmin for the minimal pulse sequence length
required for the desired coherence transfer are currently
only available for a limited set of special cases [35–37].
In the present case, this value is only available for the
A1 fi C1 transfer (Hmin = 3.62, the proof to be pub-
lished elsewhere) and it is indeed achieved in the exper-
iment based on OCTE1 (see Table 1). For the transfer of
A2 fi C1, the analytical minimal transfer time remains
to be established.

An important criterion in the construction of practi-
cally useful CTEs is their complexity, defined by the
number n of repeating units (Fig. 1C) or alternate
repeating units (Fig. 1D) they consist of. Direct maximi-
zation of the function fAC in Eq. (8a) without additional
restraints were performed for INEPT-based CTEs with
different levels of complexity n. These results, shown in
Fig. 4, suggest that for any transfer Afi C, an opti-
mized CTE capable of reaching the theoretical unitary
bounds bmax should possess a minimal complexity level
nmin. For example, for the transfer A1 fi C1 this number
is four for the INEPT-based and two for INEPT/ pla-
nar-based CTEs, respectively. In the former case, the
minimal pulse-sequence length required to achieve
near-optimal transfer for n P nmin is indeed the esti-
mated value Hmin = 3.62.
Fig. 4. Numerical estimates of the maximal achievable coherence
transfer b (curve I) and corresponding minimal pulse sequence length
H required to achieve this transfer (curve II), displayed as functions of
the complexity n of the INEPT-based CTE (Fig. 1C) for the transfer
A1 fi C1. For each n 10,000 unconstrained maximizations of fAC (Eq.
(8a)) starting with random x were performed resulting in a pool of
NMR experiments each characterized by specific b and H. The pool
was doubly sorted according to b and H to obtain the maximal and
minimal values (curves I and II, respectively) of the corresponding
parameters attained within one experiment. The theoretical unitary
bound for this transfer, bmax ¼

ffiffiffi
3

p
, is shown as a horizontal line. The

estimated minimal pulse sequence length, Hmin = 3.62, to achieve this
transfer is also shown as a horizontal line.
In the construction and optimization of CTEs, n

should be kept at as low as possible since: (i) increasing
the complexity above a certain point leads neither to a
reduction of the transfer time nor a further increase of
the transfer efficiency; (ii) the pulse sequences with large
n are more sensitive to experimental errors. Note that a
consistent theory accounting for the dependence of the
maximal efficiency and minimal transfer time on n of
CTEs remains to be developed.

3.3. Optimization of the transfer function using

molecular dynamics

The search for local minima of the function V (x) of
Eq. (11) in the space of pulse-sequence variables x, using
either a gradient-based (steepest-descent) or a molecu-
lar-dynamics (simulated-annealing) approach, was
implemented in a C++ program. Because the steepest-
descent algorithm only leads to the local minimum clos-
est to a given starting point, the global minimum of V
can only be located by performing a large number of
minimizations initiated from random starting points.
In contrast, the simulated-annealing approach with a
suitably optimized protocol often permits the determi-
nation of the global minimum in a single run. A simulat-
ed-annealing protocol is defined by four parameters,
namely the (common) mass assigned to the pulse-se-
quence variables, the initial (high) and final (low) kinetic
energies, and the duration of the run. An appropriate
minimal mass was determined by ensuring energy con-
servation (no drift, negligible fluctuations) in simula-
tions without temperature coupling. The use of a
larger mass leads to slower sampling without further
improving energy conservation, and is thus not recom-
mended. Values for the various other parameters in-
volved in the two algorithms were optimized by trial
and error (Supplementary Materials). The evolution of
the kinetic (linearly decreased) and potential (function
V in Eq. (11)) energies along a typical simulated-anneal-
ing run are shown in Fig. 5.

The threshold for linearization of the penalty term
associated with the pulse-sequence duration (Eq. (12))
was set to H0 = 7 rad. The biasing parameters l and m
in Eq. (11) were varied in the ranges l = 0.01–5 rad�1

and m = 10–100 rad�1. The resulting optimized CTEs
were evaluated by calculation of the corresponding sim-
ulated spectra (see Fig. 2). Indicative values of
l = 1 rad�1 and m = 25 rad�1 were found to provide a
good compromise between transfer efficiency and CTE
duration.

In general, pulse sequences of similar quality can also
be produced using the steepest-descent algorithm. How-
ever, although simulated annealing nearly systematically
reaches the global minimum in a single run, steepest
descent typically requires the minimization of hundreds
of random starting points before reaching this global



Fig. 5. Example of evolution of ‘‘kinetic’’ energy (straight line,
gradually decreased from 500 to 5) and potential energy (Eq. (11),
with H0 = 7 rad, l = 1 rad�1, and v = 25 rad�1) in reduced units (see
Supplementary Materials) during a typical simulated-annealing opti-
mization run. The curve corresponds to the transfer A2 fi C1,
optimized with simultaneous suppression of the spurious target D1

for an INEPT-based CTE (Fig. 1C) with n = 4.
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minimum. For pulse sequences of limited complexity
(n 6 3), the efficiency of the two methods in terms of
computer time is comparable. However, simulated
annealing tends to outperform steepest descent upon
increasing the complexity of the pulse sequence.

The optimization of complex pulse sequences often
results in the appearance of delay lengths close to zero.
For example, most of the optimized INEPT-based
CTEs, with n = 4 or 5 could be reduced to a simpler
CTE with n = 3 possessing similar properties. Similarly,
INEPT/planar-based CTEs with n = 4 could generally
be reduced to CTEs with n = 2. Note, finally, that opti-
mized pulse sequences are often degenerate, i.e., identi-
cal values of V could often be achieved by multiple
pulse sequences. In general, the degenerate sequences
were characterized by similar delay lengths and pulse
phase shifts differing through integer fractions of p.

As discussed previously, a CTE optimized for effi-
ciency by direct maximization of the function fAC in
Eq. (8a) without additional restraints is generally char-
acterized by spurious transitions in the spectrum, corre-
sponding to unwanted elements in the transformation
matrix. These effects are illustrated in Figs. 2B and 3C
for the A1 fi C1 transfer through the optimized pulse se-
quence OCTE1 (Table 1). Performing the optimization
of an INEPT/planar-based CTE with n = 2 by minimiz-
ing the function V in Eq. (11) (with the suppressed ma-
trix D1, H0 = 7 rad�1, l = 1 rad�1 and m = 25 rad�1),
i.e., including active suppression of unwanted transi-
tions and minimization of the pulse-sequence duration,
results in a ‘‘cleaner’’ transfer operator UAU� and spec-
trum, without significantly compromising the high
transfer efficiency for the desired transition and the
short duration of the pulse sequence. This optimized
CTE will be referred to as OCTE2. The corresponding
vector x is given in Table 1, the matrix representation
of UAU� in Fig. 3C, and the simulated spectrum in
Fig. 2C. A similar optimization (with the suppressed
matrix D2, and identical parameters) was performed of
an INEPT-based CTE with n = 4 for the transfer
A2 fi C1, that will be referred to as OCTE3. The corre-
sponding vector x is given in Table 1, the matrix repre-
sentation of UAU� in Fig. 1S in Supplementary
Material, and the simulated spectrum in Fig. 2D. For
the two optimized CTEs, 98 and 90% of the maximal
unitary bounds are achieved (Table 1). Note that opti-
mized INEPT/planar-based CTEs were generated for
both the transfers of A1 fi C1 and A2 fi C1. However,
the experimental implementation of the planar Hamilto-
nian of Eq. (6c) using a DIPSI-2 pulse train imposes a
technical limitation on the minimal length of the individ-
ual planar-mixing elements. So far, no experimentally
attractive solution based on an alternating INEPT/pla-
nar-based CTE was found for the transfer of A2 fi C1.
On the other hand, INEPT-based CTEs are free from
these constraints, although, they tend to produce on
average somewhat longer experiments achieving the
same transfer efficiency. Clearly, more ample numerical
statistics as well as analytical work are needed to com-
paratively evaluate these two types of CTEs.

3.4. Measurements of 1H–1H and 1H–13C residual

dipolar couplings in the methyl groups

As an illustrative application of the method, opti-
mized CTEs are used to quantitatively measure residual
1H–1H (DHH) and 1H–13C (DHC) dipolar couplings
(RDC) in a protein weakly aligned by means of Pf1
phages [48] at the optimal sensitivity using a minimal
number of spectra. Two optimized CTEs were selected
for this experimental implementation, OCTE2 and
OCTE3, which correlate 13C and 1H chemical shifts in
methyl groups using the pathways A1 fi C1 (comple-
mented with A1 fi C2) and A2 fi C1 (complemented
with A2 fi C2), respectively.

The performance of the newly designed experiments
is demonstrated using diamagnetic heme chaperone
apo-CcmE (17 kDa) [49] as a model system. Fig. 6
shows two-dimensional [13C, 1H]-correlation spectrum
obtained with OCTE2. At the achieved average signal-
to-noise ratio of about 20, the suppressed components
are below the noise level. The values and signs of the
residual dipolar coupling constant DHH can be easily ex-
tracted from one-dimensional 1H-slices taken through
the corresponding peaks in the spectra, as shown in
Fig. 7. By repeating the measurements, the statistical
variation of the obtained values of DHH was estimated
to be in the range of 0.4 Hz. The experiment using the
pathway of A2 fi C1 appears to be preferable, consider-
ing its tolerance to differential-relaxation effects during



Fig. 7. One-dimensional slices along the x2 dimension of the 2D
[1H,13C] correlation spectra, taken at the corresponding cross-peaks
of the methyl groups d1 of ILE34. In (A) slices are taken from the
two-dimensional [13C, 1H]-correlation spectra measured using the
transfer A1 fi C1 (upper slice) and A1 fi C2 (lower slices) with
OCTE2 (see Table 1) and in (B) the transfer A2 fi C1 (upper slice)
and A2 fi C2 (lower slices) with OCTE3 (see Table 1). For
comparison, the corresponding slice taken from the (Haa)-selected
two-dimensional [13C,1H]-spectrum [1] acquired in the same total
experimental time is shown in (C). The extracted RDC values are
shown.

Fig. 6. Sample of the two-dimensional [13C, 1H]-correlation spectrum
selecting the C1 components of methyl groups. The spectrum was
measured using the source operator A1 (Fig. 2A) with an INEPT-based
OCTE2 (Table 1) for 0.1 mM apo-CcmE in 20 mM Tris buffer (pH 7.5,
T = 298 K) in a 10 mg/ml solution of Pf1 phages. The experiment was
run on a Bruker Avance 600 spectrometer with t1max = 16.55 ms and
t2max = 106.5 ms, an interscan delay of 1 s, 100 · 512 complex points
resulting in an acquisition time of 6 h. The time domain data were
multiplied with a cosine function in the t1 and t2 dimensions and zero-
filled to 512 and 8192 points, respectively. Radio-frequency carrier
offsets were placed at 0.5 ppm (1H) and 20 ppm (13C).
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the chemical shift evolution period. Note that for holo-
CcmE, the proposed experiment provided values of DHH

which are significantly smaller than the linewidth of 1H-
resonances, so that alternative methods designed to de-
tect the individual transitions in the form of the 1H anti-
phase magnetization would fail [15].

In summary, the use of presently developed CTE
optimization algorithm permitted the construction of
two new complete NMR experiments achieving maxi-
mal possible coherence transfer efficiency and nearly
complete suppression of undesired signals. Both fea-
tures are critical for the quantitative and unbiased
determination of residual dipolar couplings in methyl
groups, and the sensitivity of the present experiments
is doubled as compared to that of the previous exper-
iment [1]. A variety of other experiments can be de-
signed using the present optimization approach. For
example, the inphase-type spectra can be augmented
with the corresponding antiphase spectra to reduce
spectral overlap. In this case, an optimized experiment
should be particularly useful in combination with iso-
tope-labeling schemes, where the protein is perdeuter-
ated except for the methyl groups [50,47], thereby
reducing losses due to relaxation and passive scalar
and dipolar couplings.

3.5. Balance between transfer efficiency and pulse

sequence duration

The results of numerical CTE optimizations shown
in Fig. 4 suggest that it is feasible to trade some of
the transfer efficiency for a shorter pulse-sequence
duration. The corresponding closed-form analytical
relationships between the efficiency of the polarization
(coherence) transfer and the minimal time required to
achieve it are established only for a few particular
types of transfers [37]. Using the present optimization
method, shorter pulse sequences can be produced by
imposing stronger penalties on the duration of CTE
(weighting factor m in Eq. (11)). Unfortunately, how-
ever, the shorter pulse sequences are usually affected
by a poorer suppression of undesired multiplet compo-
nents, so that a balance between the CTE duration
and artifact suppression should be maintained. If
shorter CTEs with suboptimal transfer efficiencies are
to be generated, an alternative to the penalty-function
approach for artifact suppression (employed in the
presented study) should be considered. For example,
the most prominent (TROSY-enhanced) undesired
central transitions of the 13C-decoupled 1H-triplet
(Fig. 2A) can be eliminated by the appropriate choice
of the heteronuclear gradient-based echo/anti-echo
pathway (Fig. 2D). The previously suggested two-di-
mensional [13C,1Haa/bb]Methyl HSQC experiment [1] is
yet another practical example of a shorter and subop-
timal CTE, nonetheless delivering a comparable spec-
tral sensitivity even for the small protein studied here
(Fig. 7C). In this experiment, magnetic field gradients
inserted between the constituent INEPT elements are
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employed to rebalance parallel coherence transfer
pathways. This approach provides an additional capa-
bility to control quantum evolution and can be used
for systematic CTE design in future work.
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Appendix. Supplementary material

Figure 1S showing the matrix representation associ-
ated with the coherence transfer A2 fi C1. The docu-
ment ‘‘Optimization of CTEs using steepest descent or
simulated annealing’’ providing the details of the opti-
mization algorithms applied in the present study are
presented.
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